


Lecture overview

o Advanced optimizers
o Initialization

o Normalization

o Regularization

o Hyperparameters
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Stochastic gradient descent: w1 = w(®) —
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MODE CONNECTIVITY a8

OPTIMA OF COMPLEX LOSS FUNCTIONS CONNECTED BY SIMPLE CURVES OVER
WHICH TRAINING AND TEST ACCURACY ARE NEARLY CONSTANT

LOSS (TRAIN MODE)

REAL DATA, RESNET-20 NO-SKIP,
CIFAR10, SGD-MOM, BS=128
WD=3e-4, MOM=0.9

BN, TRAIN MOD, 90K PTS

LOG SCALED (ORIG LOSS NUMS)
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Challenges in optimization

o Ill conditioning — a strong gradient might not even be good enough
o Local optimization is susceptive to local minima

o Plateaus, cliffs and pathological curvatures

o Vanishing and exploding gradients

o Long-term dependencies
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[ll-conditioning

o We can analyze possible behaviors of the neural network loss function

> Resort to the 2"d order Taylor dynamics around the current weight w’
Lw)=L(W)+gw—-w)+ % (w —w)TH(w — w') where g = <=

dw

o If we analyze the loss around the current weight w’ plus a small step

1
wew —eg= LW —eg) =~ LW) —egTg + ezngHg

o There are cases where g is “strong” but g% g'Hg > g'g

> In these cases, the loss would still go higher after we take a gradient step
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LLocal minima

o Stochasticity alone is not always enough to escape local minima
o You must realize that these nice visualization are our own imagination

o In practice, we (and the NNs) are blind of what the landscape really looks like
> Our best hope is to simply get the optimization right

Loss surface

Current solution

~

Current solution

\\ Noisy SGD gradient

~N . .
~ \\Nmsy SGD gradient

>

New GD soluti New GD solution

Best GD solution

Best GD solution % Best SGD solution

Best SGD solution
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Ravines

o Locations where the gradient is large in one direction and small in another

T : i, Trajectory of Gradient
P e Descent

"""""" | : Pathological
1 . Curvature
i Path taken by
........ Gradient Descent
Ideal Path

>,
_____

Picture credit: Team Paperspace
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https://medium.com/paperspace/intro-to-optimization-in-deep-learning-momentum-rmsprop-and-adam-8335f15fdee2

Plateuaus/Flat areas

o Inflat areas, there is almost zero-gradients - no updates — no learning

o That said, flat areas that are minima generalize well

Plateau — tiny gradients — very slow learning (run out of time)

— PP P

Figure 1: Ezample of a “flat” mintmum. Figure 2: FEzample of a “sharp” minimum.

Link
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https://images.app.goo.gl/2ivDtzerx8UdYa9h7

Flat areas, steep minima

o When combining flat areas with very steep minima — very challenging

o How do we even get to the area where the steep minima starts?

bbb
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Second order optimization

o Normally all weights updated with same “aggressiveness”
> Often some parameters could enjoy more “teaching” .,

> While others are already about there

Path taken by
Gradient Descent

Ideal Path

o Adapt learning per parameter

. -1 wl
Wi = We — Hp "1 gy
o Hj is the Hessian matrix of L: second-order derivatives
aL loss loss

HY =
L anaW]

same gradient

loss
increase

loss

wse
. 2

_____ :'-.F;:_;,.ﬂ'
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Second order optimization methods in practice

o Inverse of Hessian usually very expensive
> Too many parameters

o Approximating the Hessian, e.g. with the L-BFGS algorithm
- Keeps memory of gradients to approximate the inverse Hessian

> L-BFGS works alright with Gradient Descent. What about SGD?

o In practice, SGD with momentum works just fine quite often
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SGD with momentum

o Don’t switch update direction all the time

o Maintain “momentum” from previous updates = dampens oscillations

Uty1 = YU — NG e
Wip1 = We + Upyq

o Exponential averaging keeps steady direction //’
\\‘ ﬂﬁ%t ;?_ A ."I _

o Example:y = 09 and uy = 0 A | =

© u1 o — gl N II".II H;L;} s

° U, X _O 9 — \ ,,j'ar” __{f*‘”’_:?

2 791 — Y2 ;\ri/ Path taken by
°uz « —0.81 g1 — 0.9 9> — g3 / ’ Gradient Descent
"
T ' —  Ideal Path
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SGD with momentum

o The exponential averaging
> cancels out the oscillating gradients

> gives more weight to recent updates —

o More robust gradients and learning
—> faster convergence \// 7
. § ﬂ,__ﬂ_j;t\}'_ e II,'I _
o In practice a7 e
°Y =Yoo = 0.5 EHL :
N I'. / "':} s
> Anneal to Y, = 0.9 \ T
NTJ_\/ Path taken by
L/ Gradient Descent
'rj" B — Ideal Path
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RMSprop AR
Decay hyper-parameter (usually 0.9) N
o Schedule / 02 —_— ?)“‘%i{:
Oy = ATr_ 1 — 2 \\__\ . ) L ﬁ—?,‘z; e
‘ ‘ 717 * ( )gt v‘ij—\/ ~ Path taken by
°cUr = — I N4 Gradient Descent
‘ e Jt ]
‘ f — Ideal Path
" Wiy = W + Uy 1
o Large gradients, e.g. too “noisy” loss surface .
- Updates are tamed |
o Small gradients, e.g. stuck in plateau of loss surface o
- Updates become more aggressive 15 :
o Sort of performs simulated annealing 05|

/ﬂ 05 10 15 /.{I 25 30 35 40

Small values boosted  Large values supressed
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Adam [Kingma2014]

o One of the most popular learning algorithms
my = fimy_q + (1 = B1)ge

v = Bove_q + (1 — Br)gf
Ut

fr\lt=—,'{]\t=
1—-p¢ 1—p¢
1 2
_ n .
U = ——= t
U+ &€

Wip1 = We T U

- Recommended values: f; = 0.9, B, = 0.999,¢ = 1078

o Adaptive learning rate as RMSprop, but with momentum & correction bias
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Adagrad [Duchi2011]

o Schedule

or = 5(Vpl)? = Wepq = Wp — W\/gig

> Gradients become gradually smaller and smaller
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Nesterov Momentum [Sutskever2013]

Gradient + momentum
o Use the future gradient instead of the
current gradient

Wieros5 = Wi T YU

Ut+1 = YU — 77t\7wt+0_5£ Gradient
Wir1 = Wi + Uptq
o Better theoretical convergence

Gradient + Nesterov momentum

o Generally works well with Momentum
Convolutional Neural Networks
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Visual overview

['Adadelta’, 10.0]
['Adagrad', 0.1]
['‘Adam', 0.05]
['Ftrl’, 0.05]

['GD', 0.05]
['Momentum’, 0.01]
['RMSProp’, 0.02]

['adadelta’, 501
['Adagrad’, 0.1]
['Adam', 0.05]
['Ftrl', 0.5]

['GD', 0.05]
['Momentum’, 0.01]
['RMSProp’, 0.02]

Picture credit: Jaewan Yun
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https://github.com/Jaewan-Yun/optimizer-visualization

In practice

o SGD works quite well for many cases
o For more complex models Adam is often the preferred choice
o However, Adam tends to “over-optimize”

o If you expect your data to be noisy, Adam might converge to suboptimal
> Then, SGD with some momentum might work better

Training Function

L
! Testing Function
I

W

Flat i\;[inimum Sharp Minimum
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