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Lecture 9: Unsupervised, Generative & Adversarial Networks
Deep Learning @ UvA
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o Recurrent Neural Networks (RNN) for sequences

o Backpropagation Through Time

o Vanishing and Exploding Gradients and Remedies

o RNNs using Long Short-Term Memory (LSTM)

o Applications of Recurrent Neural Networks

Previous Lecture
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o Latent space data manifolds

o Autoencoders and Variational Autoencoders

o Boltzmann Machines

o Adversarial Networks

o Self-Supervised Networks

Lecture Overview
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The manifold 
hypothesis
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Data in theory

o One image: ςυφ
256 height, 256 width, 3 RGB channels, 256 pixel intensities

o Each of these images is like the one in the background

o For text the equivalent would be generating random letter sequences

dakndfqblznqrnbecaojdwlzbirnxxbesjntxapkklsndtuwhc
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Data in theory

o One image: ςυφ
256 height, 256 width, 3 RGB channels, 256 pixel intensities

o Each of these images is like the one in the background

o For text the equivalent would be generating random letter sequences

qgkhlkjijxskmbisuwephrhudskneyaeajdzhowieyqwhfnago



UVA DEEP LEARNING COURSE ςEFSTRATIOS GAVVES                                                                                    UNSUPERVISED, GENERATIVE & ADVERSARIAL NETWORKS - 7

Data in theory

o One image: ςυφ
256 height, 256 width, 3 RGB channels, 256 pixel intensities

o Each of these images is like the one in the background

o For text the equivalent would be generating random letter sequences
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o Data live in manifolds

o A manifold is a latent structure of much
lower dimensionality
ÄÉÍ ḺÄÉÍ

o bƻōƻŘȅ άŦƻǊŎŜǎέ ǘƘŜ Řŀǘŀ
to be on the manifold, they
just are

o The manifold occupies only
a tiny fraction of the possible space

Data in reality: The manifold hypothesis
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o The trajectory defines
transformations/variances

o Rotation
E.g. the faces turns

Data in reality: The manifold hypothesis
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o The trajectory defines
transformations/variances

o Rotation
E.g. the faces turns

o Global appearance changes
E.g., Different face

Data in reality: The manifold hypothesis
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o The trajectory defines
transformations/variances

o Rotation
E.g. the faces turns

o Global appearance changes
E.g., Different face

o Or even local appearance change
E.g., eyes open/closed

Data in reality: The manifold hypothesis
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o Each image is a either a set of
coordinates in the full data space

Data in reality: The manifold hypothesis

Image=

πȢρ
πȢς
πȢψ
πȢσ
πȢυ
πȢσ
πȢψ
πȢρ
πȢτ
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o Or a smaller set of intrinsic
manifold coordinates

Data in reality: The manifold hypothesis

Image taken from Pascal Vincent, Deep Learning Summer School, 2015
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o Manifold ĄData distribution

o Learning the manifold Ą Learning data distribution and data variances

o How to learn the these variances automatically?

o Unsupervised and/or generative learning

So what?
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Unsupervised 
and Generative
Learning


