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Seqguential Data

So far, all tasks assumed stationary data

Neither all data, nor all tasks are stationary though



Sequential Data: Text
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Sequential Data: Text

you can he coollems

what about ’mputs that appear LA
sequences, such as text? Could a newral
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Memory needed

you can he coollems

Pr(x) = 1_[ Pr(x;| x4, ..., xj—_1)
i

what about ’mputs that appear LA
sequences, such as text? Could a newral
networlke handle sueh meodalitles?
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Seqguential data: Video







Time series data
U Stock exchange
[ Biological measurements
4 Climate measurements
U Market analysis

Speech/Music

User behavior in websites



Applications

Click to o to the vide

a man in a suit and tie standing in fron a

outube

Click to go to the website
buildi

CloudCV: Visual Question Answering (VQA)

More det

3t the VOA data

Try CloudCV VQA: Sample Images

NeuralTalk and Walk, recognition, text description of the image while walking

55 minutes to work
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https://www.youtube.com/watch?v=8BFzu9m52sc
https://www.youtube.com/watch?v=8BFzu9m52sc
http://cloudcv.org/vqa/
http://cloudcv.org/vqa/
https://www.youtube.com/watch?v=8BFzu9m52sc
http://cloudcv.org/vqa/
http://www.codeproject.com/KB/TipsnTricks/788739/tsneplot.jpg
http://www.codeproject.com/KB/TipsnTricks/788739/tsneplot.jpg

Machine Translation

The phrase in the source language is one sequence
— “Today the weather is good”

The phrase in the target language is also a sequence
— “lNoropa cerogHsa xopoLiasa”

Moroga cerogHsa xopowas <EOS>

f { f 1

LSTM LSTM LSTM LSTM LSTM LSTM LSTM || LSTM LST™M |
I ] I ] ] | ] I ]
Today the weather LS ogood  <EBEOS>

Encoder Decoder



Image captioning

An image is a thousand words, literally!
Pretty much the same as machine transation

Replace the encoder part with the output of a Convnet
— E.g. use Alexnet or a VGG16 network

Keep the decoder part to operate as a translator

Today the weather  Ls good  <EOS>
f f f f f f
Convnet LSTM LSTM || LST™ LSTM [+ LST™ LSTM
] ] ] ] ]

Today the weather Ls oooot



Demo

Click to go to the video in Youtube
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NeuralTalk and Walk, recognition, text description of the image while walking



https://www.youtube.com/watch?v=8BFzu9m52sc

Question answering

Bleeding-edge research, no real cCONSeNSUS  «: jonn eneredt the Living room,

. . h bl where he veet Mary. She was
- Very Interesting open, research problems drinking some wine and watehing

. . : - L movie. What roome did Joln enter?
Again, pretty much like machine translation 777" 7 S0

Again, Encoder-Decoder paradigm

— Insert the question to the encoder part
— Model the answer at the decoder part

Question answering with images also
— Again, bleeding-edge research
— How/where to add the image”?

— What has been working so far is to add the image
only in the beginning

@: what ave the people playing?
A: They play beach football



Demo

Click to go to the website

CloudCV: Visual Question Answering (VQA)

More details about the VQA dataset can be found here.

State-of-the-art VQA model and code available here

CloudCV can answer questions you ask about an image

Browsers currently supported: Google Chrome, Mozilla Firefox

Try CloudCV VQA: Sample Images

Click on one of these images to send it to our servers (Or upload your own images below)



http://cloudcv.org/vqa/

Handwriting
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http://www.cs.toronto.edu/~graves/handwriting.html
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Sequences

Next data depend on previous data
Roughly equivalent to predicting what comes next

Pr(x) = 1_[ Pr(x;| x4, ..., x;_1)
i

whatabout ’mputstmt appear L
sequences, suc s text?Coulda neural
networkhandle suchmodalities?




Why sequences?

Parameters are reused -> Fewer parameters = Easier modelling

Generalizes well to arbitrary lengths - Not constrained to specific
length

RecurrentModel( | think, therefore, [ am! )

RecurrentModel( Bverything is repeated, in a cirele. History is a master because it
teaches us that it doesn't exist. It's the permutations that matter.)

However, often we pick a “frame” T instead of an arbitrary length

Pr(x) = 1_[ Pr(o;| x;—r, o, Xi-1)
i



Data inside a sequence are ... ?

[ am Bond

_james

McGulre
Bono
tlred

anm

!



Data inside a sequence are non i.i.d.
— Identically, independently distributed

The next “word” depends on the previous “words”
— ldeally on all of them

We need context, and we need memory!
How to model context and memory ?

[ am Bond

_james

Bond

McGulre

Bond

tired

anm

!



x; = One-hot vectors

A vector with all zeros except for the active dimension
12 words in a sequence = 12 One-hot vectors

After the one-hot vectors apply an embedding
O Word2Vec, GloVE

vocabulary Oowe-hot vectors
t (1 0 0 0
am 0 om 1 0 0
Bond 0 0 Bond 1 0
Javnes 0 0 0 Jomes 1
tlreo 0 0 0 0
0 0 0 0
MeGulre 0 0 0 0
! 0 0 0 0



One-hot representation

Xt=1,2,3,4 —
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Index representation
am James Mequlre

X =1
X"am"

x"]amesll

X'"McGuire" =



One-hot representation OR? Index representation

I o James MeGulre aJames MeGulre
1 o0 0 0 | _
g =1
0 1 0 0 B
O 0 0 0 q'am" = 2
0 0 1 8 q'james" = 4
0 0 0 _
q"McGuire" = 7
0 0 0 0
0 0 0 1
0 0 0 0
X X" James"
X"am" X"McGuire"
diStance(x"am"»x"McGuire") =1 diStance(Q"am": Q"McGuire”) =5
distance (X, Xrgm) = 1 distance(q, @ gm») = 1

No, because then some words get closer together for no
good reason (artificial bias between words)



Memory

A representation of the past

A memory must project information at timestep t on a
latent space c; using parameters 6

Then, re-use the projected information from t att + 1
Cer1 = h(Xt41, ¢ 0)

Memory parameters 6 are shared for all timestepst =0, ...
Cer1 = h(xpyq, RO, h(Oxp—yq, - h(xq, €95 6); 6); 6); 0)



Memory as a Graph

Simplest model
— Input with parameters U
— Memory embedding with parameters W
— Output with parameters V

Output Ve

Output parameters |/




Memory as a Graph

Simplest model
— Input with parameters U
— Memory embedding with parameters W
— Output with parameters V

Output Ve YVt+1

Output parameters

Mewnorig
o/
parameters W e

Memo%

Xt Xt+1



Memory as a Graph

Simplest model
— Input with parameters U
— Memory embedding with parameters W
— Output with parameters V

Output Ve YVt+1 Vt+2 Yt+3

Output parameteryy



Folding the memory

Unrolled/unfoloed Network Fololed Network
Yt YVt+1 Vt+2 Yt
v |14
(Ct-1)
U

Xt Xt+1 Xt+2 Xt



Recurrent Neural Network (RNN)

Only two equations

c; = tanh(U x; + Wcp_q)

y: = softmax(l/ ¢;)
(Ce-1)



RNN Example

Vocabulary of 5 words

A memory of 3 units

— Hyperparameter that we choose like layer size
- ¢ [3 % 1],W:[3 X 3]

An input projection of 3 dimensions

- U:[3 X 5]
An output projections of 10 dimensions
~ V:[10 x 3] 0]
01 —03 1.2 0.6 —0.8] 10 0.6
U-Xpyq =|-02 04 05 09 —0.1{-{0f =] 09| =0
B —0.1 0.2 —0.7 =0.8 0.3 1 —0.8
0

c; = tanh(U x; + Wcs_q)
y: = softmax(V c¢;)



Rolled Network vs. MLP?

What is really different?
— Steps instead of layers
— Step parameters shared in Recurrent Network
— In a Multi-Layer Network parameters are different

V1 Y2 Y3
Funal pUtpU

V
“Lna Y er/step "1 “Lno Y er/step o) “n Y w/step "3

1 494Dv7]
7 L9417
SWEY k|

z-gram Unrolled Recurvent Network =-layer Newral Network



Rolled Network vs. MLP?

What is really different?
— Steps instead of layers
— Step parameters shared in Recurrent Network
— In a Multi-Layer Network parameters are different

V1 Y2 Y3
Funal pUtpU

V
“Lna Y er/step "1 “Lno Y er/step o) “n Y w/step "3
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Rolled Network vs. MLP?

o Sometlmes Lntermeediate putputs are not even needeo

What IS rea”y dlfferent? * Removing them, we almost end up to a standard
— Steps instead of layers Newral Network
— Step parameters shared in nt Network
— In a Multi-La arameters are different

Y3
Funal pUtpU

V
“n Y 6r/5t@p "1 “n Y ey/ Step "3

1 494Dv7]
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SWEY k|

z-gram Unrolled Recurvent Network =-layer Newral Network



Rolled Network vs. MLP?

What is really different?
— Steps instead of layers
— Step parameters shared in Recurrent Network
— In a Multi-Layer Network parameters are different

‘Layer/step” 1 “Layer/step’ 2 ‘Layer/step’ = o o putput

1 494Dv7]
7 L9417
SWEY k|

z-gram Unrolled Recurvent Network =-layer Newral Network



Training Recurrent Networks

Cross-entropy loss

1
P=1_[ytl,’é" = L=—logP=2Lt=—T2lt10gyt
tK t t

Backpropagation Through Time (BPTT)
— Again, chain rule
— Only difference: Gradients survive over time steps



Training RNNs Is hard

Vanishing gradients
— After a few time steps the gradients become almost 0

Exploding gradients
— After a few time steps the gradients become huge

Can’t capture long-term dependencies



Alternative formulation for RNNs

An alternative formulation to derive conclusions and
Intuitions

ce =W -tanh(c;—q) + U -x; + b

L = 2 Le(ct)
t



Another look at the gradients

L= L(CT(CT—1(---$C1(9C1;C0} W), w),w),w)
6Lt dL; dcy dcy

ow act dc, oW
T=
0L 6ct 0L Jc¢; 6ct 1 0Cr41 . 0L¢
— = <n't—
dc acT act 0Ci_1 act 2 dCy dcy
- —
Rest — short-term factors t > 1 - long-term factors

The RNN gradient is a recursive product of =2 ac
t-1



Exploding/Vanishing gradients

dL 0L Jdcr Ocr—q 0Cp41—
dc, Odcy Ocy_q OCr_, dce, - ==« 1= Vanishing
<1 <1 <1 gradient
oL 0L Odcy Ocp_q dcy
= . . - £>>1=>E lodi
dc; dcp dcp_q; Oct_s dce, ow xploding

51 >1 > 1 gradient



Vanishing gradients

The gradient of the error w.r.t. to intermediate cell
0L, N 0Ly By dc dc,
ow — 0y, dc Oc, OW

T

act_l—[ dcy _HW 3 tanh
aCT T aCk_l T an (Ck—l)

t=k=>t1 t=zk=t




Vanishing gradients

The gradient of the error w.r.t. to intermediate cell
0L, N 0Ly By dc dc,
ow — 0y, dc Oc, OW

T

act_l—[ dcy _HW 3 tanh
aCT T aCk_l T an (Ck—l)

t=k=>t1 t=zk=t

Long-term dependencies get exponentially smaller weights



Gradient clipping for exploding gradients

Scale the gradients to a threshold

Pseudocode ;
1. g« oL
ow £

2. if||gll > 6, e

8“‘&L9

lgll
else:
print( ‘Do nothing’)

Simple, but works!



Rescaling vanishing gradients?

Not good solution

Weights are shared between timesteps - Loss summed
over timesteps

L = ZL == aLt

t oW t ow
0Ly az:t dc; az:t dcy dc;
oW  Ludc,dW Ludc, dc, OW

7=1 7=1
Rescaling for one timestep (%) affects all timesteps

— The rescaling factor for one timestep does not work for another



More intuitively

9L,

W

o 2%

W

9L,

0L _ 0Ly | 0L, 0Ly , 0L, , OLs *ow o
— = ; + + O%s
ow — aw | aw aw ' aw ' aw i

0Ls
ow




More intuitively

Let's say =2 o 1,22 o 1/10,%2 o 1/100, 52 o< 1/1000, 5% o 1/10000

0[, oL, = 1.1111
ow ~ Liow
' .
If— rescaled to 1 > 255 « 105 9L,
ow oW

Longer-term dependencies negligible
— Weak recurrent modelling
— Learning focuses on the short-term only

oL,

dL 8Ly | 0L, 0Ly | 0L, , OLs oW -

oL,

+ + 2+

ow — aw | aw ow ' aw | aw IEIT -

&0l

0Ls



Recurrent networks « Chaotic systems

F2
-® AJ’.{] e "*.X"

Figure 4. This diagram illustrates how the change in x¢,
Ax;, can be large for a small Axy. The blue vs red
(left vs right) trajectories are generated by the same maps
Fi, Fs, ... for two different initial states.

Xt

L

Figure 5. Illustrates how one can break apart the maps
F1, .. F} into a constant map F and the maps U, ..,Us. The
dotted vertical line represents the boundary between basins
of attraction, and the straight dashed arrow the direction
of the map F on each side of the boundary. This diagram
is an extension of Fig. 4.



Fixing vanishing gradients

Regularization on the recurrent weights
— Force the error signal not to vanish

0L 0cpyq

dc dc
Q= Z Q, = z t+3£ ¢
t t

0Ct+1

-1

Advanced recurrent modules
Long-Short Term Memory module
Gated Recurrent Unit module

Pascanu et al., On the diffculty of training Recurrent Neural Networks, 2013



Advanced Recurrent Nets

0, @

&

tanh
ft L¢ O¢
Cq

o o | [tanh o

mg mj
Ol/tt‘Put
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prut



How to fix the vanishing gradients?

Error signal over time must have not too large, not too small
norm

Let's have a look at the loss function
0L, ~o 0L, Dy, dc, dc
ow — 0y, Oc, dc; OW

T
dcy dcy

oc. ac_
t t=k=2t1 k-1



Error signal over time must have not too large, not too small
norm

Let’'s have a look at the loss function
0L, ~o 0L, Dy, dc, dc

ow — 0y, dc, Oc, OW

T
dcy acy

ac ac,_
T >k>p k-1



How to fix the vanishing gradients?

Error signal over time must have not too large, not too small
norm
Solution: have an activation function with gradient equal to 1
9L, ~o 0L, dy, dc, dc,
ow L0y, dc, oc, oW

dcy dcy

oc. ac_
t t=k=2t1 k-1

— Identify function has a gradient equal to 1
By doing so, gradients do not become too small not too large



Long Short-Term Memory
LSTM: Beefed up RNN

Simple
< ¢, =W -tanh(¢ci—1) +U-x:+ Db
RNN t ( t 1) t
—l == O-(xtU(l) + mt_lw(i)) Ct—] m /-I_\ CL
<O/ i
f — O'(xtU(f) +mt_1W(f)) A t h
dan
0o=o0c(x,U© +m,_Ww©®
LSTM = ( ‘ e ) ft Lt Ot
C; = tanh(xtU(g) +m_ W)
~ o~ C
=01 Of +6G O o o |ltanh|| o
_m; = tanh(c;) © o .
me_4 mg
Outpvct
- The previous state c;_, is connected to new Input
c; with no nonlinearity (identity function). Xt

- The only other factor is the forget gate f
which rescales the previous LSTM state.

More info at; http://colah.qgithub.io/posts/2015-08-Understanding-LSTMs/



http://colah.github.io/posts/2015-08-Understanding-LSTMs/

Cell state

The cell state carries the essential information over time

Cell state Line

i =0(x,U® +m,_ W) CtJ C

f = J(XtU(f) + mt_lw(f))
0= O'(XtU(O) + mt_1W(O))

¢ = tanh(x, U9 + m,_,W9)
Gt =C-10f+C 0O

m, = tanh(c,) © o




LSTM nonlinearities

o € (0,1): control gate — something like a switch
tanh € (—1, 1): recurrent nonlinearity

i = O(XtU(l) + mt_lw(i)) Ct—] m /-I_\ C’L
O -
f = O'(xtU(f) +mt_1W(f)) A . h
an
0o=oc(x, U +m,_ wo .
( ‘ e ) ft Lt O¢
C; = tanh(xtU(g) + mt_1W<g>)
~ ) C

=1 Of +6 Ot o o ||tanh|| O
m; = tanh(c,) © o -

me_ql mg




LSTM Step-by-Step: Step (1)

E.g. LSTM on “Yesterday she slapped me. Today she loves me.”

Decide what to forget and what to remember for the new memory
— Sigmoid 1 - Remember everything
— Sigmoid 0 - Forget everything

fe




LSTM Step-by-Step: Step (2)

Decide what new information is relevant from the new input
and should be add to the new memory
— Modulate the input i;
— Generate candidate memories ¢;

it — O-(xtU(l) + mt_]_W(i))

o | tanh

& = tanh(x, U9 + m,_, W)
me_ql




LSTM Step-by-Step: Step (3)

Compute and update the current cell state c;
— Depends on the previous cell state
— What we decide to forget
— What inputs we allow
— The candidate memories

Cr_1 () f_p

ft it

20

=1 0Of+OI



LSTM Step-by-Step: Step (4)

Modulate the output

— Does the new cell state relevant? - Sigmoid 1

— If not = Sigmoid 0
Generate the new memory

Ot - O'(XtU(O) + mt_lw(o))

—@®

me_dl

m, = tanh(c,) © o




LSTM Unrolled Network

Macroscopically very similar to standard RNNs

The engine is a bit different (more complicated)

— Because of their gates LSTMs capture long and short term
dependencies

X® © > ® > Q)
CtanD CtanD CtanD
) 3 X

T T

Lo Jl o Jkanh| o | Lo JLo Jkantf [ o | |
> l | >




Beyond RNN & LSTM

LSTM with peephole connections

— Gates have access also to the previous cell states c;_; (not only

memories)

— Coupled forget and input gates, ¢; = f; O c;1 + (1 — f;) O ¢

— Bi-directional recurrent networks
Gated Recurrent Units (GRU) .

LSTM (2)

I

Deep recurrent architectures

LSTM (1)

A 4

LSTM (2)

I

LSTM (2)

Recursive neural networks
— Tree structured

Multiplicative interactions
Generative recurrent architectures

A 4

LSTM (1)

LSTM (1)




Take-away message

Recurrent Neural Networks (RNN) for sequences

Backpropagation Through Time
Vanishing and Exploding Gradients and Remedies
RNNs using Long Short-Term Memory (LSTM)

Applications of Recurrent Neural Networks



Thank you!

-




