
DEEP LEARNING ONE - 1

Lecture 1: Introduction to Deep Learning
Deep Learning 1 @ UvA
Yuki M. Asano
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o Assistant Professor with VISLab, working on
◦ Self-supervised Learning
◦ Multi-modal Learning
◦ Privacy and Bias in Computer Vision
◦ Other Interdisciplinary Research

o Prior to this:
◦ PhD at VGG in Oxford; Applied Mathematics/Physics/Economics at 

Oxford/Munich/Hagen

o Scientific Manager (working with Prof. Snoek, Prof. Welling, Prof. Gavves)
◦ Qualcomm-UvA (QUvA) Lab

Hi, I’m Yuki M. Asano.
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o Conferences are the backbone of our community

o Here we publish papers and discuss recent results

o Workshops focus on specific topics

Self-supervised Learning @ ECCV’22 (Tel Aviv)
https://sslwin.org/
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Teaching assistantsTeaching assistants

AlexPhillipChristos Leonard Ivona Sarah

Mohammad Pengwan Joris Danilo Floor Apostolos

AngelosTadijaKonstantinosTinPiyush

Your peers 
are also great 
for helping 

out 🤗

https://emojipedia.org/hugging-face/
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o Machine Learning 1

o Calculus and Linear Algebra
◦ Derivatives, integrals
◦ Matrix operations
◦ Computing lower bounds, limits

o Probability Theory and Statistics

o Advanced programming (and willingness to do it)

o Time, patience & drive

Prerequisites
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o Balance between theory and practice
o Course organization

◦ Theory (4 hours per week)
◦ Practice (4 hours per week)

o All materials on http://uvadlc.github.io, our GitHub, and Canvas
o Live interactions via Piazza
o Practicals are individual!
o Lectures will be recorded (remind me)

o It’s a hard course, but it’s worth it.

Philosophy & organisation

http://uvadlc.github.io/
https://canvas.uva.nl/courses/32260
https://piazza.com/class/kg9euh21tr34ju
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o This means
◦ We do not have fundamental & general theories for lots of areas
◦ Plenty of hands-on experience will lead to better development of intuition

o The field moves quickly. 

o Here we teach fundamentals, but some will be outdated very soon.
◦ Therefore, another goal of this course: develop tools/skillset to be able to 

independently delve into new topics

o Developing intuition is more important than learning things by hard

Philosophy II: Deep Learning is an Engineering Science
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Lectures

Lecture Title

1 Introduction to Deep Learning
2 Deep Feedforward Networks
3 Deep Learning Optimization I
4 Deep Learning Optimization II
5 Convolutional Neural Networks
6 Modern ConvNets
7 Transformers

Lecture Title

8 Graph Neural Networks
9 Generative Modelling
10 Deep Variational Inference
11 Neural learning of 3D (Guest Lecture)
12 Deep Learning for Physics (Guest Lecture)
13 Self-Supervised Learning I
14 Self-Supervised Learning II
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Intended Learning Outcomes
• The students can explain and motivate the fundamental principles and mechanisms behind 

Deep Learning’s past, present and future

• The students can explain the major challenges, directions and active domains of research in 
the field of deep learning along with their advantages and disadvantages

• The student can program, train and run deep learning models in a server environment and, 
in doing so, effectively leverage existing open-source code

• The student is able to debug and critically assess deep learning methods from a practical-
engineering, and mathematical-theoretic point of view.

• The student can tackle new deep learning problems with well-reasoned combinations or 
adaptations of existing approaches and effectively learning from vast resources available on 
the internet
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o Textbooks (most available online)
◦ Deep Learning by I. Goodfellow, Y. Bengio, A. Courville, 2016
◦ Dive Into Deep Learning, by A. Zhang, Z. Lipton, M. Li, A. Smola, 2019
◦ Neural Networks and Deep Learning: A Textbook, by C. Aggarwal, 2018
◦ https://udlbook.github.io/udlbook/ Understanding Deep Learning S.J.D. Prince 2022
◦ Pattern Recognition and Machine Learning, Christopher Bishop, 2006
◦ Machine Learning: a Probabilistic Perspective, Kevin Patrick Murphy, 2012

o Tutorials
◦ https://course.fast.ai/Lessons/lesson1.html

o All papers mentioned in the slides

References

https://www.deeplearningbook.org/
https://d2l.ai/index.html
https://udlbook.github.io/udlbook/
https://course.fast.ai/Lessons/lesson1.html
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o Practical 1: MLPs and Backpropagation

o Practical 2: CNNs, Transformers and Graph NNs

o Practical 3: Generative Models 

o All practicals are individual
◦ Theoretical questions and programming assignments
◦ All practicals are in Numpy/PyTorch only

o Submit in time, delays are not tolerated due to the class size

Assignments/Practicals
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o Alongside the lectures and the practicals, we have prepared tutorials

o In the tutorials we go step by step through fundamental concepts

o The tutorials include code, visualizations and explanations

o https://uvadlc-notebooks.readthedocs.io/

o Also on the website http://uvadlc.github.io

o Held Tuesdays at 5-6pm

Tutorials

https://uvadlc-notebooks.readthedocs.io/
http://uvadlc.github.io/
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o All lectures on campus 
o Twice a week, Tuesdays and Fridays

◦ During the 2 hours lectures, we have two “sublectures”
◦ In each sublecture, after ~45’ we have a 15’ break for resting and Q&A

o Guest lectures
◦ Online & in-person, link will be shared in advance

o Practicals and Tutorials
◦ Tuesday (first half) for tutorial, second half the TAs responsible for that 

weeks assignment will be present
◦ Friday for practicals in small groups

o Please, use Piazza (for asking questions) as much as possible
◦ Faster and better than office hours

Scheduling
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Grading

Total Grade
100%

Final Exam
50%

Total practicals
50%

Practical 1
(50/3)%

Practical 2
(50/3)%

Practical 3
(50/3)%

o To be graded: 3 individual assignments + exam. Your final grade will be an 
average of these 2 components.
◦ Students pass the course if the average is >=5.5+ , but the exam grade must be >=5.0. If it is below 5.0, 

the student may take the resit exam.
◦ Assignment deadlines are as outlined, late hand-ins are not accepted. Advice: Don’t go after 

grades, go after knowledge and the grade will come. 
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o Plagiarism will not be tolerated
◦ Academic discussions are encouraged, and you can help each other
◦ What is plagiarism? Copying from each other is plagiarism. Sharing is plagiarism. 

Seeing someone else’s code and retyping is plagiarism. Copying ideas & structure. 
Copying from existing GitHub accounts is plagiarism. Of course, re-using past 
answers is plagiarism. You devalue your own diploma, you make no good use of 
your money, and you take time we spend from teaching and reporting to do 
something we don’t enjoy

o Previously suspected cases
◦ Most got assignment nullified, some lost this/next year exam opportunities
◦ We check answer sheets from previous years, existing GitHubs and code repos, 

each other’s answer sheets and other resources (we also use plagiarism-detection 
software)

◦ Please, don’t!

o Contact examiw-science@uva.nl for questions

Plagiarism

file:////student.uva.nl/en/content/az/plagiarism-and-fraud
mailto:examiw-science@uva.nl
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o At half-way mark

o And at end

Your opinions
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o Course information

o A brief history of neural networks

o The rise of deep learning

o Deep learning: The what and why

o Current deep learning: examples

Lecture Overview
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A brief history of 
deep learning

Frank Rosenblatt Charles W. Wightman
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First appearance (roughly)
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“a machine which senses, recognizes, remembers, 
and responds like a human mind”

Rosenblatt: The Design of an Intelligent Automaton (1958)

You think your wiring is chaotic?
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o (McCulloch & Pitts: binary inputs & outputs, no weights/learning) 

o Rosenblatt proposed perceptrons for binary classifications

o A model comprising one weight 𝑤! per input continuous 𝑥!
o Multiply weights with respective inputs and add bias (b = w", 𝑥" = +1)

𝑦 =,
#$%

&

𝑤#𝑥# + 𝑏 =,
#$"

&

𝑤#𝑥#

o If score 𝑦 positive then return 1, otherwise -1

Perceptrons
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o Main innovation: a learning algorithm for perceptrons

Training a perceptron

Perceptron learning algorithm Comments
1. Set 𝑤! ← random

2. Sample new (𝑥" , 𝑙") New train image, label

3. Compute 𝑦" = ∑𝑤"𝑥"! > 0 ⋅ : indicator function

4. If 𝑦" < 0, 𝑙" > 0 → 𝑤" = 𝑤" + η ⋅ 𝑥" Score too low. Increase weights!
5. If 𝑦" > 0, 𝑙" < 0 → 𝑤" = 𝑤" − η ⋅ 𝑥" Score too high. Decrease weights!
6. Go to 2 Repeat till happy J
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o Perceptron was originally proposed for binary decisions

o What about multiple decisions, e.g. digit classification?

o Append as many outputs as categories → Neural network

From a single output to many outputs

4-way neural network
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From a single output to many outputs

o Quiz:

o How many weights w do we need if we have an image of size 200x200 pixels, 
with 3 colors (red, blue, green) as input and output 500 categories?

o 1) 6K:  ~ 1/10th of Gouda 

o 2) 60K: ~ Johan Cruijff Arena (biggest stadium in NL)

o 3) 60M: ~ population of UK

o 4) 60B: ~ 7.7x Earth’s population
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o The original perceptron has trouble with simple non-linear tasks though

o E.g., imagine a NN with two inputs that imitates the “exclusive-or” (XOR)
◦ 𝜏 is the threshold for either +1 or -1 prediction

XOR & 1-layer perceptrons

Input 1 Input 2 XOR
1 1 -1
1 0 +1
0 1 +1
0 0 -1

Input 1 Input 2

Output

𝑤! 𝑤"

Minsky and Papert, “Perceptrons”, 1969

1 ⋅ 𝑤# +1 ⋅ 𝑤$ < 𝜏 → 𝑤# + 𝑤$ < 𝜏
1 ⋅ 𝑤# +0 ⋅ 𝑤$ > 𝜏 → 𝑤# > 𝜏
0 ⋅ 𝑤# + 1 ⋅ 𝑤$ > 𝜏 → 𝑤$ > 𝜏
0 ⋅ 𝑤# + 0 ⋅ 𝑤$ < 𝜏 → 0 < 𝜏

𝑤# + 𝑤$ > 2𝜏
𝑤# + 𝑤$ < 𝜏

No line can separate the 
white from the black

Inconsistent
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o Minsky never said XOR cannot be solved by neural networks
◦ Only that XOR cannot be solved with 1-layer perceptrons

o Multi-layer perceptrons (MLP) can solve XOR
◦ One layer’s output is input to the next layer
◦ Add nonlinearities between layers, e.g., sigmoids
◦ Or even single layer with “feature engineering”

o Problem: how to train a multi-layer perceptron?

o Rosenblatt’s algorithm not applicable. Why?

Multi-layer perceptrons to the rescue

𝑎#

𝑎$

𝑎%

𝑦#

𝑥#

𝑥$

𝑥%

𝑥&
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o Rosenblatt’s algorithm not applicable. Why?
◦ Learning depends on “ground truth” 𝑙! for updating weights
◦ For the intermediate neurons 𝑎# there is no “ground truth”
◦ The Rosenblatt algorithm cannot train intermediate layers

Multi-layer perceptrons to the rescue

𝑎#

𝑎$

𝑎%

𝑦#

𝑥#

𝑥$

𝑥%

𝑥&
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The “AI winter” despite notable successes
19
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o What everybody thought
◦

“If a perceptron cannot even solve XOR, why bother?”

o Results not as promised (too much hype!)
→ no further funding
→AI Winter

o Still, significant discoveries were made in this period
◦ Backpropagation à Learning algorithm for MLPs by Linnainmaa
◦ Recurrent networks à Varied-length inputs by Rumelhart
◦ CNNs à Neocognitron by Fukushima

The first “AI winter” (1969 ~1983)
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o Concurrently with Backprop and Recurrent Nets
o Machine Learning models were proposed 

◦ Similar accuracies with better math and proofs and fewer heuristics
◦ Better performance than neural networks with a few layers
◦ Kernel methods
◦ Support vector machines (SVMs) (Cortes; Vapnik,1995)
◦ Ensemble methods
◦ Decision trees (Tin Kam Ho, 1995), Random Forests (Breiman, 2001)

o Manifold learning (~2000)
◦ Isomap, Laplacian Eigenmaps, LLE, LTSA

o Sparse coding (Olshausen and Field, 1997)
◦ LASSO, K-SVD

The second “AI winter” (1995 ~ 2006)



DEEP LEARNING ONE – 31

The rise of deep
learning 
(2006- present)
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The thaw of the “AI winter”
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o In 2006，Hinton and Salakhutdinov found multi-layer feedforward neural
networks can be pretrained layer by layer.

o Fine-tuned by backpropagation

o Deep Belief Nets (DBNs), 
◦ based on Boltzmann machines

The rise of deep learning
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o Lack of processing power

o Lack of data

o Overfitting

o Vanishing gradients

o Experimentally, training multi-layer perceptrons was not that useful

“Are 1-2 hidden layers the best neural networks can do?”

Neural Networks: A decade ago
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o Lack of processing power

o Lack of data

o Overfitting

o Vanishing gradients

o Experimentally, training multi-layer perceptrons was not that useful

“Are 1-2 hidden layers the best neural networks can do?”

Neural Networks: Today
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o Easier to train one layer at a time → Layer-by-layer training

o Training multi-layered neural networks became easier 

o Benefits of multi-layer networks, but single-layer easy of training

Deep Learning arrives

Training layer 1

Input

Freeze layer 2

Freeze layer 3
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o Easier to train one layer at a time → Layer-by-layer training

o Training multi-layered neural networks became easier 

o Benefits of multi-layer networks, but single-layer easy of training

Deep Learning arrives

Freeze layer 1

Input

Training layer 2

Freeze layer 3
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o Easier to train one layer at a time → Layer-by-layer training

o Training multi-layered neural networks became easier 

o Benefits of multi-layer networks, but single-layer easy of training

Deep Learning arrives

Freeze layer 1

Input

Freeze layer 2

Training layer 3
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Deep Learning Renaissance
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o In 2009 the ImageNet dataset was published [Deng et al., 2009]
◦ Collected images for all 100K terms in Wordnet (16M images in total)
◦ Terms organized hierarchically: “Vehicle”à“Ambulance”

o ImageNet Large Scale Visual Recognition Challenge (ILSVRC)
◦ 1 million images, 1,000 classes, top-5 and top-1 error measured

Turns out: Deep Learning is Big Data Hungry!

CNN based, non-CNN based
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o Most commonly used version: ImageNet-12: 1K categories, ~1.3M images, ~150GB

o Explore them here: https://knowyourdata-tfds.withgoogle.com/#tab=STATS&dataset=imagenet2012

o (Important to also “see” the data, do not just throw a neural network at it!)

ImageNet: side notes

Also check out: On the genealogy of machine learning datasets: A critical history of ImageNet. Denton et al. 2021

https://knowyourdata-tfds.withgoogle.com/
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ImageNet 2012 winner: AlexNet

Krizhevsky, Sutskever & Hinton, NeurIPS 2012

More weights than samples in 
the dataset!
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Why now?

Perceptron

Backpropagation

OCR with CNN

???

Object recognition with CNN

Imagenet: 1,000 classes from 
real images, 1M images

Datasets of everything (video, multi-modal, robots etc. )

Bank cheques

Parity, negation problems

M
ar

k 
I P

er
ce

pt
ro

n

Potentiometers

1. Better hardware

2. Bigger data

3. Better algorithms
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o BERT model (354M parameters) ~ now $2K

o RoBERTa (1000 GPUs for a week) ~ now $350K

o GPT-3 (175B parameters, 1500 GPUs for 2 months) 
~ $3M

o …

o PaLM
◦ 6144 TPUs, ~$25M
◦ 3.2 million kWh ~~1000 Households for a year

(side note: Image models are “still” in range of <billion 
parameters)

The current scaling of models.

https://twitter.com/tomgoldsteincs/status/1544370726119112704Source:

https://twitter.com/tomgoldsteincs/status/1544370726119112704
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o Top 4th ,9th ,17th ,19th slot
of all of scientific 
journals (in terms of h5)

Deep Learning: the “field”
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Deep Learning Golden Era
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o This mini-series:
◦ Aims to give you a feel for how research in deep learning gets done
◦ Can guide your explorations
◦ Aims to debunk and demystify

How research gets done part I

Step 1 of deep learning research:

Get a solid understanding of the fundamentals. This course is the perfect way to do so.
This means: 

Aim to understand both the theoretical parts and slightly more importantly the practical parts.
Begin to read papers. It matters little (at first) which ones, just read what you find exciting.
While at first they might be hard to understand, soon you will understand more and more.
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Deep Learning in practice (slide adapted from start of course in 2016)

SegNet: A Deep 
Convolutional Encoder-
Decoder Architecture for 
Image Segmentation. 
Badrinarayanan et al. 2015

Playing Atari with Deep Reinforcement 
Learning. Mnih et al. 2013

https://github.com/ka
rpathy/neuraltalk
2014

Large-scale Video 
Classification with 
Convolutional Neural 
Networks. Karpathy et al. 
2014

https://github.com/karpathy/neuraltalk
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Deep Learning even for the arts (slide from 2016)
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The “wow what Deep Learning can do!”
-- 2022 edition
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but before that …
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o https://betterimagesofai.org/about

o Compare this to ------------------------------------------>

o With news/hype about AI, important to stay critical.

Depictions of AI

https://betterimagesofai.org/about
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o Paper: Mastering the game of Go with deep neural networks and tree search. Silver et al. 
from DeepMind

o games may be solved by recursively computing the optimal value function in a search tree containing approximately b^d possible sequences of moves, where b is 
the game’s breadth (number of legal moves per position) and d is its depth (game length). In large games, such as chess (b ≈ 35, d ≈ 80) and especially Go 
(b ≈ 250, d ≈ 150), exhaustive search is infeasible

o often compared to the number of atoms in the universe (~ 10^80), but it is in fact 
much much larger

o DeepMind also works on Protein folding, Weather prediction and other scientific 
problems

AI beyond human capacity

https://senseis.xmp.net/?NumberOfPossibleGoGames

Free movie:

https://senseis.xmp.net/?NumberOfPossibleGoGames
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o From paper Hierarchical Text-Conditional Image 
Generation with CLIP Latents. Ramesh et al. 2022

o More examples: https://openai.com/dall-e-2/

o Page 23 of the paper: “When training the encoder, we sample from 
[…] approximately 650M images in total”

Vision-text multi-modal learning

https://openai.com/dall-e-2/
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o From paper Language Models are Few-Shot Learners. Brown et al. from OpenAI

Generative pretraining

o Page 8: 45TB of text data from the 
internet (570GB after filtering)

Also: https://en.wikipedia.org/wiki/Clever_Hans
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[The Analytical Engine] might act upon other 
things besides number, were objects found 
whose mutual fundamental relations could be 
expressed by those of the abstract science of 
operations, and which should be also 
susceptible of adaptations to the action of the 
operating notation and mechanism of the 
engine...Supposing, for instance, that the 
fundamental relations of pitched sounds in the 
science of harmony and of musical 
composition were susceptible of such 
expression and adaptations, the engine might 
compose elaborate and scientific pieces of 
music of any degree of complexity or extent. 

– Ada Lovelace

(AI pioneer, along with Turing, Babbage and more)

Music from AI

https://github.com/MubertAI/Mubert-Text-to-Music
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Deep Learning in robotics too.

• Paper: RMA: Rapid Motor Adaptation for Legged Robots. Kumar et al. UC Berkeley.
• Learning how to move joints of robots (speed, force, direction) is difficult
• Previously manual programming was needed
• Now deep learning is making strides (literally). 
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o To keep up with recent research/discussions, I recommend signing up to some 
weekly newsletters:
◦ the Batch https://www.deeplearning.ai/the-batch/
◦ ImportAI https://jack-clark.net/
◦ Deep Learning weekly https://www.deeplearningweekly.com/
◦ NLP News https://ruder.io/nlp-news/

There’s a lot more

https://www.deeplearning.ai/the-batch/
https://jack-clark.net/
https://www.deeplearningweekly.com/
https://ruder.io/nlp-news/
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o Organisation
◦ Lectures
◦ Tutorials
◦ Practicals
◦ Assignments, Exam

o Starting from Vision, Deep Learning has made progress across a broad set of 
domains

o Scale is becoming tremendously important, but is likely not the solution

o The field is moving fast, this course will provide the foundation that will 
allow you to independently keep up to date and learn.

Conclusion
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o https://www.craiyon.com/

o https://colab.research.google.com/github/huggingface/notebooks/blob/main/d
iffusers/stable_diffusion.ipynb

o https://huggingface.co/EleutherAI/gpt-neo-1.3B?text=Once+upon+a+time%2C

If there is time left:

https://www.craiyon.com/
https://colab.research.google.com/github/huggingface/notebooks/blob/main/diffusers/stable_diffusion.ipynb
https://huggingface.co/EleutherAI/gpt-neo-1.3B?text=Once+upon+a+time%2C

