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o Guest Lecture on 6th December will be remote: 
https://uva-live.zoom.us/j/6466222109

o Please be there in-person for lecture on the 13th December

o Assignment 3 will be released today; deadline: 13th December 23:59 

Organisation

https://uva-live.zoom.us/j/6466222109
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o Implicit density models: Motivation

o Generative adversarial networks

o Challenges

o GAN models

o Primer on diffusion models

Lecture overview
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A  map of generative models

Today!

Tuesday

can compute p(x)

can only sample from p(x)

approximate p(x)
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o All of the ELBO, amortization, reparametrization for:
◦ Sampling from what-is-almost-an autoencoder (Encoder-Decoder)
◦ Arriving at a (probabilistic) explicit density generative model

Last time
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o All of the ELBO, amortization, reparametrization for:
◦ Sampling from what-is-almost-an autoencoder (Encoder-Decoder)
◦ Well, now we will have something that will look like Decoder-Encoder

◦ Arriving at a (probabilistic) explicit density generative model

o But we’ll still be able to sample from it

Today
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With 𝑝∗(𝑥) being the real distribution:

Explicit density vs implicit density

Implicit density

Explicit density
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o Generally, learning this 𝑝" 𝑥 is hard (you’ve survived Tuesday!)

o Instead, learn evaluate directly if the generations are plausible
◦ And return gradients when not

o What is a plausible generation?
◦ Especially in an unsupervised setting with no guidance

o Idea: use another “adversarial” network that tries to distinguish between 
generated and real data. 

o Combined, these are called Generative Adversarial Networks (GANs)

Learning an implicit density function
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Generations of high quality, various potential applications
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Generative 
Adversarial 
Networks

NeurIPS 2016 Tutorial: Generative Adversarial Networks

https://arxiv.org/pdf/1701.00160
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o Generative
◦ You can sample novel input samples
◦ “create” images that never existed

o Adversarial
◦ Our generative model 𝐺 learns adversarially
◦ by trying to fool an discriminative model D

o Network 
◦ Implemented typically as deep neural networks
◦ Easy to incorporate new modules
◦ Easy to learn via backpropagation

What is a GAN?
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o Police: wants to detect fake money as reliably as 
possible

o Counterfeiter: wants to make as realistic fake 
money as possible

o At beginning: both have no clue

o The police forces the counterfeiter to get better
as it compares it to real money
◦ and vice versa

o Convergent solution ~ Nash equilibrium (game 
theory)

GAN: Intuition: arms race

….
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o The GAN comprises two neural networks
◦ Generator network 𝒙 = 𝐺(𝒛; 𝜽#)

◦ Discriminator network y = 𝐷(𝒙; 𝜽$) = .+1, if 𝐱 is predicted ′real′0, if 𝒙 is predicted ′fake′

GAN architecture

z
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o The “encoder” simply learns features for discriminating between real/fake
◦ It’s still an “image-in, features/predictions-out” network

o We cannot compute a likelihood of a specific data point (different to VAEs)

o At test time we can only generate new data points

GAN has no ”encoder” – it’s a discriminator

𝒛 ~𝒩 0,1 or
𝒛 ~ Uniform(0,1)
…
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o Any differentiable neural network

o No invertibility requirement → More flexible modelling

o Starts with some random, typically lower dimensional input z

o Various density functions for the noise variable 𝒛

1) Generator network 𝒙 = 𝐺(𝒛;𝜽!)

𝑧 𝑥

𝐺(𝒛; 𝜽!)

𝒛

𝒛

𝑥"𝒛 ~𝒩 0,1 or
𝒛 ~ Uniform(0,1)
…

Example architecture
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o Any differentiable neural network

o Receives as inputs
◦ either real images from the training set
◦ or generated images from the generator
◦ usually a mix of both in mini-batches

o D must recognize the real from the fake inputs

o The discriminator loss

𝐽! 𝜽!, 𝜽" = #
$
BCE 𝐷𝑎𝑡𝑎, 1 + #

$
BCE 𝑓𝑎𝑘𝑒, 0

= − #
$
𝔼𝒙~'#$%$ log𝐷 𝑥 − #

$
𝔼𝒛 log 1 − 𝐷 𝐺 𝒛

= − #
$
𝔼𝒙~'#$%$ log𝐷(𝑥) −

#
$
𝔼𝒙~'&'(')*+,) log 1 − 𝐷(𝒙)

2) Discriminator network 𝒚 = 𝐷(𝒙;𝜽")

𝒙𝒟

𝐷 𝒙; 𝜽.

𝑥"
𝒚

𝒙

𝐺(𝒛; 𝜽!)

or

Binary Cross Entropy loss:
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o The discriminator is just a standard neural network

o The generator looks like an inverse discriminator (or like a decoder)

Generator & Discriminator: Implementation
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Quiz: The starting point of the GAN is the random noise z. 
What is true?

1) The noise acts as a regulariser for the Generator
2) Noise models the random variations due to augmentations
3) Even if trained perfectly, not every z that gets samples will 

produce realistic images
4) A fixed grid of (say) one million points would also work



UVA DEEP LEARNING COURSE – EFSTRATIOS GAVVES                                                                                    DEEPER INTO DEEP 
LEARNING AND OPTIMIZATIONS - 20

EFSTRATIOS GAVVES – UVA DEEP LEARNING COURSE – 20 VISLabEFSTRATIOS GAVVES – UVA DEEP LEARNING COURSE – ‹#› VISLabEFSTRATIOS GAVVES – UVA DEEP LEARNING COURSE – 20 VISLabDEEP LEARNING ONE - 20 VISLab

o Given some generated image, it’s not like we have “the equivalent” image in 
our batch. 

o Generator generates some random images independent of comparison batch

o How can we get meaningful gradients?

How do we train the generator?
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o Simplest case: Generator is negative discriminator loss (“zero-sum game”)
𝐽; = −𝐽<

◦ The lower the generator loss, the higher the discriminator loss
◦ Symmetric definitions

o Our learning objective then becomes
𝑉 = −𝐽<(𝜽$, 𝜽#)

o 𝐷 𝒙 = 1 → The discriminator believes that 𝑥 is a true image

o 𝐷 𝐺(𝒛) = 1 → The discriminator believes that 𝐺(𝑧) is a true image

o So overall loss:

1) Minimax Loss
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o Learning stops after a while
◦ As training iterations increase the discriminator improves: =>!=𝜽"

→ 0
◦ Then, the generator, preceding the discriminator, vanish

o Equilibrium is a saddle point of the discriminator loss

o This allows for easier theoretical analysis

1) Minimax Loss

NeurIPS 2016 Tutorial: Generative Adversarial Networks

https://arxiv.org/pdf/1701.00160
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o Discriminator loss

𝐽# = −
1
2
𝔼𝒙~&!"#" log𝐷 𝒙 −

1
2
𝔼𝒛~&𝒛 log(1 − 𝐷(𝐺 𝒛 ))

o Generator loss

𝐽( = −
1
2
𝔼)~&% log(𝐷(𝐺(𝒛))

o Equilibrium not any more describable by single loss
◦ Discriminator maximizes the log-likelihood of correctly discovering real log𝐷 𝒙 and fake 
log(1 − 𝐷(𝐺 𝒛 )) samples

◦ The generator 𝐺(𝒛) maximizes the log-likelihood of the discriminator log(𝐷(𝐺(𝒛)) being wrong.

o Heuristically motivated; generator learns even when discriminator is too good on real images

2) Heuristic non-saturating loss
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o The discriminator remains the same

o Generator loss

𝐽; = −
1
2
𝔼𝒛 log(𝜎?@(𝐷 𝐺 𝒛 )

o The generator is activated by an inverse sigmoid
◦ When discriminator is optimal =>!

=𝜽!
→ 0

◦ the generator gradient matches that of maximum likelihood

3) Modifying GANs for max-likelihood

On distinguishability criteria for estimating generative models

https://arxiv.org/abs/1412.6515
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Comparison of Generator Losses

When the discriminator detects fake 
samples accurately (low 𝐷(𝐺(𝒛))) the 
generator has a flat loss curve with both 
the minimax and the ML losses
→ no gradients in early steps

The ML cost variant generates gradients mostly from the “good generations”
→ all gradients from few samples
→ high variance gradients

The heuristic loss yields good generator 
gradients when the discriminator is too 
good. And smaller gradients as the 
discriminator gets more confused.

𝐽/ = −
1
2𝔼0~2% log(𝐷(𝐺(𝒛))
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o Optimal 𝐷(𝒙) for any 𝑝=HIH 𝒙 and 𝑝JK=LM 𝒙 is:

𝐷 𝒙 =
𝑝=HIH 𝒙

𝑝=HIH 𝒙 + 𝑝JK=LM 𝒙

Optimal discriminator

Discriminator
DataModel distribution
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o 𝐿 𝐷, 𝑔

◦ Minimize ℒ 𝐷, 𝐺 w.r.t. 𝐷 → !ℒ
!#
= 0 and ignore the integral 

◦ The function 𝑥 → 𝑎 log 𝑥 + 𝑏 log(1 − 𝑥) attains max in [0, 1] at !
!"#

o The optimal discriminator

𝐷∗ 𝒙 =
𝑝%&'&(𝒙)

𝑝%&'& 𝒙 + 𝑝((𝒙)
◦ And at optimality 𝑝( 𝒙 → 𝑝%&'& 𝒙 , thus

𝐷∗ 𝒙 =
1
2

𝐿 𝐺∗, 𝐷∗ = −2 log 2

Why is this the optimal discriminator?

Great blog: https://lilianweng.github.io/lil-log/2017/08/20/from-GAN-to-WGAN.html

https://lilianweng.github.io/lil-log/2017/08/20/from-GAN-to-WGAN.html
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o Expanding the JS divergence for the optimal discriminator 𝐷∗ 𝒙 = N*(𝒙)
N* 𝒙 ON+(𝒙)

𝐷>P(𝑝Q| 𝑝R ∶=
1
2
𝐷ST(𝑝Q||

𝑝Q + 𝑝R
2

) +
1
2
𝐷ST(𝑝R||

𝑝Q + 𝑝R
2

)

=
1
2
log 2 + M

U
𝑝Q 𝑥 log

𝑝Q 𝑥
𝑝Q 𝑥 + 𝑝R 𝑥

𝑑𝑥 + log 2 + M
U
𝑝R 𝑥 log

𝑝R 𝑥
𝑝Q 𝑥 + 𝑝R 𝑥

𝑑𝑥

=
1
2 (log 4 + 𝐿(𝐺, 𝐷

∗))

o So, 𝐿 𝐺, 𝐷∗ = 2𝐷>P(𝑝Q ∥ 𝑝R) − 2 log 2
◦ And we just found out that 𝐿 𝐺∗, 𝐷∗ ≥ −2 log 2
◦→ for 𝐿 𝐺∗, 𝐷∗ = −2 log 2 ⇒ 𝐷>P(𝑝Q||𝑝R) = 0

GANs and Jensen-Shannon divergence

https://lilianweng.github.io/lil-log/2017/08/20/from-GAN-to-WGAN.html

https://lilianweng.github.io/lil-log/2017/08/20/from-GAN-to-WGAN.html
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o Does the divergence make a difference?

o Is there a difference between KL-divergence, Jensen-Shannon divergence, …

𝐷ST(𝑝Q| 𝑝R = M
U
𝑝Q log

𝑝Q
𝑝R
𝑑𝑥

𝐷>P(𝑝Q||𝑝R) =
1
2𝐷ST(𝑝Q||

𝑝Q + 𝑝R
2 ) +

1
2𝐷ST(𝑝R||

𝑝Q + 𝑝R
2 )

Is the divergence important?
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o JS is symmetric

o KL is not

KL vs JS

https://lilianweng.github.io/lil-log/2017/08/20/from-GAN-to-WGAN.html

https://lilianweng.github.io/lil-log/2017/08/20/from-GAN-to-WGAN.html
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o 𝐷ST(𝑝(𝑥)||𝑞∗ 𝑥 ) → high probability everywhere that the data occurs

o 𝐷ST(𝑞∗(𝑥)||𝑝(𝑥)) → low probability wherever the data does not occur

o Backward KL is ‘zero forcing’ the learned model → makes model “conservative”
◦ 𝐷ST(𝑞∗(𝑥)||𝑝 𝑥 ) = ∫ 𝑞∗(𝑥)VWX,∗ ./ .

◦ 𝑞∗ 𝑥 → 0 where Y
∗ U
N U cannot be good

◦ Avoid areas where 𝑝 𝑥 → 0
◦ “mode seeking”

Is the divergence important?

𝑝3 is what we get from our data and cannot change
𝑝4 is what we learn with our model
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o GANs are designed to deliver good generations

o With GANs we do not write down the densities explicitly
◦ We can do generations
◦ But cannot easily do inferences, compute conditionals or marginals

General observations
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o Use SGD-like algorithm of choice
◦ Adam optimizer is a good choice

o Use two mini-batches simultaneously
◦ The first mini-batch contains real examples from the training set
◦ The second mini-batch contains fake generated examples from the generator

o Optional: run k-steps of one network (e.g. discriminator) for every step of the 
other one (e.g. generator), many heuristics exist here.

Training procedure
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How research gets done part 8 

Previous parts: 
[fundamental understanding/read papers, how-to-read-papers, implement & tinker with code, realise and seek funny moments, 
MVP/principles/benchmarks/baselines, when to (not) give up/impact-vs-work]

Today:

• Ok, so you didn’t give up and you’re on to something non-trivial.
• Next: How do you show/ analyze what’s happening or why your method is better?
• Answer: Ablations

• The key idea is to “only vary one thing at a time”
• (Same principle behind when designing experiments in the investigation phase!)
• Never change two things at the same time, you won’t know if it was A or B that helped
• Some examples:

• Show simple, easy to understand 
cases (sometimes toy examples)

• One idea per paper!

Katalin Karikó
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Challenges
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o If the discriminator is quite bad
→ the generator gets confused
→ no reasonable generator gradients

o If the discriminator is near perfect
→ gradients go to 0, no learning anymore

o Bad if early in the training
◦ Easier to train the discriminator than generator

Challenge 1: Vanishing Gradients



UVA DEEP LEARNING COURSE – EFSTRATIOS GAVVES                                                                                    DEEPER INTO DEEP 
LEARNING AND OPTIMIZATIONS - 37

EFSTRATIOS GAVVES – UVA DEEP LEARNING COURSE – 37 VISLabEFSTRATIOS GAVVES – UVA DEEP LEARNING COURSE – ‹#› VISLabEFSTRATIOS GAVVES – UVA DEEP LEARNING COURSE – 37 VISLabDEEP LEARNING ONE - 37 VISLab

o Data lie in low-dim manifolds

o However, the manifold is not known

o During training 𝑝R is not perfect either, 
especially at the start

o So, the support of 𝑝Q and 𝑝R is non-
overlapping and disjoint
→ not good for KL/JS divergences

o Easy to find a discriminating line

Challenge 2: Low dimensional supports
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o Batch-normalization causes strong intra-batch correlation
◦ Activations depend on other inputs
◦→ Generations depend on other inputs

o Generations look smooth but awkward

Challenge 3: Batch Normalization
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o Training with two mini-batches

o Fixed reference mini-batch to compute 𝜇[\
QL], 𝜎[\

QL]

o Second mini-batch 𝑥[HI^_ for training

o Same training, only use 𝜇[\
QL], 𝜎[\

QL] to normalize 𝑥[HI^_
o Problem: Overfitting to the reference mini-batch

Reference batch normalization

Iteration 1

Iteration 2

Iteration 3

Standard
mini-batch

Reference
mini-batch

𝜇[\, 𝜎[\

𝜇[\, 𝜎[\

𝜇[\, 𝜎[\

𝑑𝐽(:)

𝑑𝜃

𝑑𝐽(;)

𝑑𝜃

𝑑𝐽(<)

𝑑𝜃
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o Append the reference batch to regular mini-batch
o GPU memory is a potential issue

o OR: simply don’t use BatchNorm! àe.g. StyleGAN uses InstanceNorm
o Adaptive InstanceNorm

Virtual batch normalization

Iteration 1

Iteration 2

Standard
mini-batch

Reference
mini-batch

𝜇[\
` , 𝜎[\

(`)𝑑𝐽(:)

𝑑𝜃

𝑑𝐽(;)

𝑑𝜃
𝜇[\
` , 𝜎[\

(`)
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o Optimization is tricky and unstable
◦ finding a saddle point does not imply a global minimum
◦ A saddle point is also sensitive to disturbances

o An equilibrium might not even be reached (models can train for weeks)

o Mode-collapse is the most severe form of non-convergence

Challenge 4: Convergence
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o Discriminator converges to the correct distribution

o Generator however places all mass in the most likely point

o All other modes are ignored
◦ Underestimating variance

o Low diversity in generating samples

Challenge: mode collapse
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o Classify each sample by comparing to other examples in the mini-batch

o If samples are too similar, the model is penalized

Potential solution regularize for diversity

Penalized Not Penalized

Mini-batch

Sample
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Mode-collapse vs over-generalisation
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o It would be nice to quantitatively evaluate the model

o FID, but some problems remain

o For GANs it is hard to estimate the likelihood

o In the absence of a precise evaluation metric, do GANs do truly good generations or 
generations that appeal/fool to the human eye?
◦ Can we trust the generations for critical applications, like medical tasks?
◦ ‘Are humans a good discriminator for the converged generator?’

Challenge: how to evaluate?
FID
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o The generator must be differentiable

o Tasks with discrete outputs (like text) are ruled out
◦ modifications are necessary to flow gradients through discrete variables

o Similarly for other types of structured data like graphs

Challenge: beyond images
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o What are the trade-offs between GANs and other generative models?
◦ Speed vs accurate generation etc.

o What sorts of distributions can GANs model?

o What can we say about the global convergence of the training dynamics?

o How should we evaluate GANs and when should we use them?

o GAN scaling: dataset size and model size

o GANs and adversarial examples?

Some open challenges for GANs
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o Default discriminator cost:

cross_entropy(1., discriminator(data))
+ cross_entropy(0., discriminator(faked))

o One-sided label smoothing:

cross_entropy(0.9, discriminator(data))
+ cross_entropy(0., discriminator(faked))

o Do not smooth negative labels:

cross_entropy(1.-alpha, discriminator(data))
+ cross_entropy(beta, discriminator(faked))

One-sided label smoothing
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o Mitigate overconfidence

o Does not reduce classification accuracy, only 
confidence

o Specifically for GANs
◦ Prevents too high gradients to Generator
◦ Prevents extrapolating to encourage extreme 

samples

o General strategy for improving models (e.g. 
because there’s noise in annotations and it ensures 
a more smooth embedding space)

Benefits of label smoothing

Generally often used
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GANs sometimes explode

Actually: often
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GAN models 
and applications

From -->

To -->
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o One of the first scaling ups of GANs
◦ Architectural improvements

DCGAN

Radford, Metz, Chintala, Unsupervised Representation Learning with Deep Convolutional Generative Adversarial Networks. ICLR 2016
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Examples
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o Similar to word2vec

Even vector space arithmetics …

Man with 
glasses

Man Woman

Woman with glasses
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Can generate new views

o Now GANs good enough to 
create fake data that can be 
used for training

Generative models as a data source for multiview representation learning. Jahanian et al. ICLR 2022
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o Instead of KL/JS, use Wasserstein (Earth Mover’s) Distance
𝑊 𝑝Q, 𝑝R = inf

a~b(c0,c1)
E d,e ~f|𝑥 − 𝑦|

o Even for non-overlapping supports, the distance is meaningful

Wasserstein GAN

Arjovsky, Chintala, Bottou, Wasserstein GAN
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Differences in GANs
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BigBiGAN

Generated images:

Large Scale Adversarial Representation Learning. Donahue et al. NeurIPS 2019

additional

• Discriminator works on (x,z)
• Therefore we need an encoder 

that maps real x to z: E(x)=z
• For the fake data, we just use the

sampled z
• This Encoder E learns strong 

representations
• E is “part of” discriminator
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So what changed? More data? -- No
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So what changed? Architectures and compute: yes
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o Conditioning on labels
◦ Appending label/annotation vector to noise vector

min
;
max
<

𝔼𝒙~N2343 log𝐷 𝒙 𝒚 + 𝔼𝒛~N(𝒛) log(1 − 𝐷(𝐺(𝒛|𝒚)))

Conditional GAN

Mirza and Osindero, Conditional Generative Adversarial Nets
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o Conditioning GAN on other images (like edges)

Image to image translation

Isola, Zhu, Zhou, Efros, Image-to-Image Translation with Conditional Adversarial Networks 
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o q(z|x)
◦ Deterministic
◦ Gaussian (via reparametrization)

o Compared to VAE:
◦ VAE uses KL to give p(z|x) 

structure
◦ AAE uses an adversarial network

for this
◦ Can toggle between AE and AAE  

o Can be extended for conditional 
modelling

Adversarial AutoEncoders: and adversarial network in latent space

Adversarial Autoencoders. Makhzani et al. 2016



UVA DEEP LEARNING COURSE – EFSTRATIOS GAVVES                                                                                    DEEPER INTO DEEP 
LEARNING AND OPTIMIZATIONS - 64

EFSTRATIOS GAVVES – UVA DEEP LEARNING COURSE – 64 VISLabEFSTRATIOS GAVVES – UVA DEEP LEARNING COURSE – ‹#› VISLabEFSTRATIOS GAVVES – UVA DEEP LEARNING COURSE – 64 VISLabDEEP LEARNING ONE - 64 VISLab

CycleGAN: “img2img” models

Zhu, Park, Isola, Efros, Unpaired Image-to-Image Translation using Cycle-Consistent Adversarial Networks
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o Architectural innovations (tinkering)

o Scaling

StyleGAN and StyleGANv2
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Text-image 
generative 
models
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Overview of methods
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o Imagine we gradually add noise to an image, until it’s Gaussian normally distributed.

o Now if we could simply learn how to reverse the process, we could generate images
◦ By starting from random noise

o + nice maths (diffusion models are explicit density models)

Basic idea of diffusion models: learning how to denoise



UVA DEEP LEARNING COURSE – EFSTRATIOS GAVVES                                                                                    DEEPER INTO DEEP 
LEARNING AND OPTIMIZATIONS - 69

EFSTRATIOS GAVVES – UVA DEEP LEARNING COURSE – 69 VISLabEFSTRATIOS GAVVES – UVA DEEP LEARNING COURSE – ‹#› VISLabEFSTRATIOS GAVVES – UVA DEEP LEARNING COURSE – 69 VISLabDEEP LEARNING ONE - 69 VISLab

Diffusion models turn generative learning into a sequence of supervised problems
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o Denoising via U-Net that also has time as input

The architecture: a modified U-Net that uses diffusion time t 
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Combining this with text as cond. inputs: DALL-E v2 / “unCLIP“

+ Don’t forget 
about the 400M 
sizes training 

dataset and the 3B 
parameters
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o Pay attention in the FACT-AI course! J

o Deep fakes are a problem

o Arms-race between fakers and detectors. 

Final note about deep fakes and ethics

https://www.esafety.gov.au/industry/tech-trends-and-challenges/deepfakes
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o Emily Denton on Ethical 
Considerations of 
Generative AI

Recommended watch (just 34min)

https://www.youtube.com/watch?v=RUA4CKiKSic
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Quiz: what dimensions need to be considered when thinking about 
developing the next generative model?

1) Ethics of dataset used (bias, representation, consent)
2) Copyright of inputs and copyright of outputs
3) Malicious usecases of the trained model
4) Malicious usecases of adapting the trained model/method
5) Effect on surveillance/creative industry/art/fake news
6) All of the above and more

See also “Broader Impacts” 
section in papers, e.g. this guide

Not only images

https://medium.com/@GovAI/a-guide-to-writing-the-neurips-impact-statement-4293b723f832
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o https://www.theverge.com/2022/
3/17/22983197/ai-new-possible-
chemical-weapons-generative-
models-vx

More on that previous one..
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o Actually have nothing to add

o https://chat.openai.com/chat

Summary of GANs

https://chat.openai.com/chat
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Summary

o Implicit density models: Motivation
o Generative adversarial networks
o Challenges
o GAN models

Reading materials:
o Book [4]: Chapter 10.4
o Papers mentioned in the slides


