


Lecture overview

0 Gentle intro to generative models
0 Generative Adversarial Networks
o0 Variants of Generativ&dversarial Networks
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Generative models

(b) Our results (128x128)




Types of Learning

0 Generative modelling
Learn thgoint pdf: 1} o
Model the worldd Perform taskse.g.useBayes rule to classify: «gw
Naive Baye§/ariationalAutoencodersGANS

o Discriminativenodelling
Learn the conditional pdif osw
Taskoriented
E.g., Logistic Regressi&vV,M
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Types of Learning

o What to pick?
V.Vapnika hy S aK2dZ R a2t S (0KS wOfl aaiafaol
general [and harder] problem as an intermediate ®tep

o Typically, discriminative models are selected ttheégob

0 Generative models give us more theoretical guarantees that the model
going to work astended
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Why generative modeling?

s
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Why generative modeling?

0 Act as aegularizenn discriminative learning
Discriminative learning often too geaiented
Overfitting to the observations

0 Semisupervised learning
Missing data

oSimulatingh LIZ2aaA0f S TFTdzidzNkaé¢ F2NJ wSAY
o Datadriven generation/sampling/simulation
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Applications: Image Generation

erated by DCGANs (Reported in [13]).

(b) \e

Figure 5: Generated images on LSUN-bedroom.
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Applications: Supeaesolution

bicubic SRResNet SRGAN
(21.59dB/0.6423) (23.44dB/0.7777)
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Applications: Crogwodel translation

Input Ground truth Output
Labels to Street Scene

input output
P Aerial to Map .

output
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A map of generative models

v Direct

Maximum Likelihood
/ \ / GAN

Explicit density Implicit density

<N\ o

- : : Mark hai
Tractable density | Approximate density arkov Chain

. . GSN
-Fully visible belief nets
'NADE AN

MADE Variational | Markov Chain

-PixelRNN Variational autoencoder Boltzmann machine
-Change of variables
models (nonlinear ICA)
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Explicit density models

0 Plug in the model density function to likelihood
0 Then maximize the likelihood

Maximum Likelihood

Problems

Explicit density

Direct

/ GAN

— \

N\

licit density

o Design complex enough model

Tractable density

Approximate density

that meets data complexity

-Fully visible belief nets

VAN

NN

\Markov Chain

\ GSN

-NADE
. _MADE Variational | Markov Ch%An
O At th e S a'm e tl m e ' m ake S u re m O I -Pixel RNN Variational autoencoder Boltzmann yhachine

-Change of variables

IS computationally tractable
0 More detalils Iin the next lecture

models (nonlinear ICA)
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Generative modeling: Case |

0 Density estimation

Train set @ Fitted model =—
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Implicit density models

0 No explicit probabllity density function (pdf) needed
0 Instead, a sampling mechanism to draw samples ""/\D_\
from the pdf without knowing the pdf Maximum Likelihood / e
— 1\

Explicit density Implicit density

Tractable density Approx1mate sity Markov Cham

“Fully visible belief nets \y

GAN

-NADE
“MADE Varlatlonal Markov Chain
-Pixel RNN Variational autoencoder Boltzmann machine

-Change of variables
models (nonlinear ICA)
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Implicit density models: GANSs

0 Sample data in parallel

0 Few restrictions on generator model
0 No Markov Chains needed

o No variational bounds

0 Better qualitative examples
Weak but true

Maximum Likelihood

/

Explicit density

N\

\

Direct

GAN

Implicit density

N

Tractable density

Approximate density

Markov Chain

-Fully visible belief nets
-NADE
-MADE

VAN

GSN

Variational

Markov Chain

-PixelRNN Variational autoencoder Boltzmann machine

-Change of variables
models (nonlinear ICA)
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Generative modelingase Il

0 Sample Generation

Train examples
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Generative modelingase Il

0 Sample Generation

Train examples New samples (ideally)
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What is a GAN?

0 Generative

You can sample novel input samples

OdIPT &2dz OFy ftAGSNIYtfteée AaONBIFGSE AYL =
0 Adversarial

Our generative modéDlearnsadversariallyby fooling an discriminative oracle model

0 Network
Implemented typically as a (deep) neural network
Easy to incorporate new modules
Easy to learn via backpropagation
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GAN: Intuition

0 Assume you have two parties
Police: wants to recognize fake money as reliably as possible
Counterfeiter: wants to make as realistic fake money as possible

0 The police forces the counterfeiter to get better (and vice versa)
0 Solution relates to Nash equilibrium
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